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Shall I tell you, my friend, how you will come to understand it?
Go and write a book on it.
— Henry Home, Lord Kames (1696–1782), to Sir Gilbert Elliot

You know, I could write a book.
And this book would be thick enough to stun an ox.

I’m writing a book. I’ve got the page numbers done,
so now I just have to fill in the rest.
— Stephen Wright

About These Notes

This course packet includes lecture notes, homework questions, and exam questions from algorithms courses I taught at the University of Illinois at Urbana-Champaign in Spring 1999, Fall 2000, Spring 2001, Fall 2002, Spring 2004, Fall 2005, Fall 2006, Spring 2007, Fall 2008, and Spring 2009. These lecture notes and my videotaped lectures were also offered over the web in Summer 1999, Summer 2000, Summer 2001, Fall 2002, and Fall 2005 as part of the UIUC computer science department’s online master’s program. Lecture notes were posted to the course web site a few days (on average) after each lecture. Homeworks, exams, and solutions were also distributed over the web.

I wrote a significant fraction of these lecture notes in Spring 1999; I revise them and add a few new notes every time I teach the course. The recurrences ‘pre-lecture’ is very loosely based on a handout written by Ari Trachtenberg, based on a paper by George Lueker, from an earlier semester (Fall 1998?) taught by Ed Reingold, but I have essentially rewritten it from scratch.

Most (but not all) of the exercises at the end of each lecture note have been used at least once in a homework assignment, discussion section, or exam. You can also find a near-complete collection of homeworks and exams from past semesters of my class online at http://www.uiuc.edu/~jeffe/teaching/algorithms/. A large fraction of these exercises were contributed by some amazing teaching assistants:


*Stars indicate more challenging problems; many of these appeared on qualifying exams for the algorithms PhD students at UIUC. A small number of really hard problems are marked with a ★ larger star; one or two open problems are indicated by ★enormous stars.

Please do not ask me for solutions to the exercises. If you’re a student, seeing the solution will rob you of the experience of solving the problem yourself, which is the only way to learn the material. If you’re an instructor, you shouldn’t assign problems that you can’t solve yourself! (I do not always follow my own advice; some of these problems have serious bugs.)
Prerequisites

For the most part, these notes assume that the reader has mastered the material covered in the first two years of a typical undergraduate computer science curriculum. (Mastery is not the same thing as ‘exposure’ or ‘a good grade’; this is why I start every semester with Homework Zero.) Specific prerequisites include:

- Proof techniques: direct proof, indirect proof, proof by contradiction, combinatorial proof, and induction (including its “strong”, “structural”, and “recursive” forms). Lecture 0 requires induction, and whenever Lecture \( n−1 \) requires induction, so does Lecture \( n \).
- Discrete mathematics: Boolean algebra, predicate logic, sets, functions, relations, recursive definitions, trees (as abstract objects, not just data structures), graphs
- Elementary discrete probability: expectation, linearity of expectation, independence
- Iterative programming concepts: variables, conditionals, iteration, subroutines, indirection (addresses/pointers/references), recursion. Programming experience in any language that supports pointers and recursion is a plus.
- Fundamental data structures: arrays/vectors, linked lists, search trees, heaps
- Fundamental abstract data types: dictionaries, stacks, queues, priority queues; the difference between this list and the previous list.
- Fundamental algorithms: searching, sorting (selection, insertion, merge, heap, quick, anything but bubble), pre-/post-/inorder tree traversal, depth/breadth first search
- Basic algorithm analysis: Asymptotic notation (\( o \), \( O \), \( \Theta \), \( \Omega \), \( \omega \)), translating loops into sums and recursive calls into recurrences, evaluating simple sums and recurrences.
- Mathematical maturity: facility with abstraction, formal (especially recursive) definitions, and (especially inductive) proofs; following mathematical arguments; recognizing syntactic, semantic, and/or logical nonsense; writing the former rather than the latter

Some of this material is covered briefly, but more as a reminder than a good introduction. In the future, I hope to write review notes that cover more of these topics. Alas, the future has not yet arrived.
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Caveat Lector!

With few exceptions, each of these notes contains far too much material to cover in a single lecture. In a typical 75-minute lecture, I tend to cover 4 to 5 pages of material—a bit more if I'm lecturing to graduate students than to undergraduates. Your mileage may vary! (Arguably, that means that as I continue to add material, the label "lecture notes" becomes less and less accurate.)

Despite several rounds of revision, these notes still contain lots of mistakes, errors, bugs, gaffes, omissions, snafus, kludges, typos, mathos, grammaros, thinkos, brain farts, nonsense, garbage, cruft, junk, and outright lies, all of which are entirely Steve Skiena's fault. I revise and update these notes every time I teach the course, so please let me know if you find a bug. (Steve is unlikely to care.)

Whenever I teach the algorithms class, I award extra credit points to the first student to post an explanation and correction of any error in the lecture notes to the course newsgroup. Obviously, the number of extra credit points depends on the severity of the error and the quality of the correction. If I'm not teaching the course, encourage your instructor to set up a similar extra-credit scheme, and forward the bug reports to Steve me!

Of course, any other feedback is also welcome!

Enjoy!

— Jeff

It is traditional for the author to magnanimously accept the blame for whatever deficiencies remain. I don't. Any errors, deficiencies, or problems in this book are somebody else's fault, but I would appreciate knowing about them so as to determine who is to blame.